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Abstract

The Deep Neural Network architectures’ advances offer innovative
and effective solutions to various complex challenges. In order to
improve the models’ effectiveness based on these architectures’ re-
quirements, the model hyperparameter optimization is an essential
project stage. Despite this, the existing optimization techniques
demand a high computational cost when directly applied to the
state-of-the-art most complex architectures. In this sense, this study
proposes a method for hyperparameter optimization leveraging
low computational cost for Artificial Intelligence models through
structured pruning techniques. For the purpose of verifying and
demonstrating the method, three main hypotheses are investigated
throughout the implementation of a case study, which consists of
the models’ fine-tuning and optimization for three-dimensional
geometric shapes classification on real-world object images. The
process includes hyperparameter optimization for pruned models,
considering the posterior retraining, evaluation, analysis and com-
parison between the performance and efficiency of the original
models. Finally, the results were promising, indicating an improve-
ment that reaches up to 10.58% Precision by just focusing on the
models’ learning rates optimization.

Keywords
Model Optimization, Deep Neural Networks, Artificial Intelligence,
Model Pruning, Structured Pruning

1 Introduction

The Deep Learning (DL) field has presented extensive advances
in Computer Vision [31], Natural Language Processing [24] and
Robotics [25] Machine Learning (ML) field areas. This revolution
is mainly conducted by the Deep Neural Network (DNN) architec-
ture improvements, which offer efficient and innovative solutions
to various complex state-of-the-art challenges. The Convolutional
Neural Network (CNN) [39], Residual Neural Network (ResNet) [28]
and Vision Transformer (ViT) [40] are examples of popular DNNs
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most used for complex ML tasks, such natural language processing,
computer vision and reinforcement learning. The DNN progress
had been a component of the quality model development. In this
context, the need for strategic architectural configurations to ex-
tract the maximum DNN performance emerges. Thus, the models’
hyperparameter optimization has an essential role in exploring
the complete architectural potential through the ideal DNN setups
founds [21].

The DNN hyperparameter optimization field is also in constant
progress, being the Grid Search [1], the Random Search [10] and
the Bayesian Optimization [32] some of the most used techniques.
In contrast, the Random Search adopts an agile approach while
randomly selecting the hyperparameter combinations, which can
provide fast and satisfactory solutions. On the other hand, Bayesian
Optimization presents a substantial advance and is frequently con-
sidered as most effective [32] by using probabilistic models to pre-
dict the model performance on different hyperparameter setups.

Although these techniques are efficient, hyperparameter opti-
mization is a highly computational demand approach when applied
to the most complex state-of-the-art model architectures [5]. This
turns even worse the practical challenges, especially in computa-
tional scarcity environments, such as Yasir et al. (2021) addresses
the need for insights based on the non-exhausting optimization
methods for these environments. In this scenario, the Architec-
tural Neural Destructive Search (ANDS) methods offers an ideal ap-
proach, ensuring the DNN architectural parameters reduction and
simplifying strategically the DNN components to better evaluate
the performances’ impacts on the general model [20]. Among these
methods, it is highlighted that pruning is an adequate approach,
which leverages the high computational demand and allows the sim-
plification of effective DNNs’ size reduction without compromising
its performance.

Inside the pruning techniques spectral, the literature provides
a variety of methods, such as the iterative pruning approach [13],
in which the components removal occurs on a series of stages;
the one-shot pruning approach [9], performed in just one stage at
once; the random pruning approach [18], in which the components
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are removed randomly; the structured and non-structured pruning
approaches [36]. Among these, the structured pruning is applied
posterior to the model training process, eliminating the channels or
neurons’ unities based on its performance relevance to the general
model [27]. This technique reduces the DNN complexity in a sorted
way and is capable of reducing the model training computational
cost while maintaining its most relevant weights.

Considering the significance of pruning techniques, particularly
structured pruning, in reducing complexity and computational cost
in DNNs, this work aims to extend these benefits by proposing
a new method for hyperparameter optimization. This method is
specifically tailored for models in computationally constrained en-
vironments. The application of this method involves four distinct
steps: (i) training the model (pre-pruning); (ii) applying the one-shot
structured pruning technique to the trained model (post-pruning);
(iii) optimizing the hyperparameters of the post-pruning model;
and finally, (iv) retraining the pre-pruning model with the best
hyperparameters obtained in step iii, resulting in the optimized
post-pruning model. This idea consists of using the best hyperpa-
rameter found in the optimized pruning model, ensuring that the
computational cost is reduced and, at the same time, improving the
performance of the pre-pruning model.

This work was made based on three main hypotheses, whose are
thoroughly investigated: (a) whether the pruned DNN optimized
hyperparameters found using a 90% pruning approach would be
relevant to the original model; (b) whether directly optimize the
original model is less efficient than optimize its 90% pruned version,
leveraging the inference time, solution convergence and model
performance; (c) whether exists a variation interval range intersec-
tion that provides satisfactory precision among the three evaluated
pruned models. The goal of these hypotheses is to better explore
the DNNs’ optimization effectiveness, while directly comparing the
pre-pruning models’ performance concerning its optimized pruned
version performances.

In order to demonstrate the method application, it is proposed
a case study which aims to address Brazil’s educational gap in
basic geometry teaching by integrating Al into a mobile applica-
tion using model optimization through destructive methods. This
strategy is essential for mobile environments with limited com-
puting resources, ensuring the application is both lightweight and
efficient. In the field of mathematics teaching, previous work has
strongly pointed out that the traditional methodologies are con-
tributing to the low educational indices on Mathematics [26]. Data
from the International Program of Students Assessment (PISA) and
the Basic Education Assessment Index (IDEB) indicate Brazilian
students struggle with basic Mathematics proficiency, with expecta-
tions of further decline. Education 5.0 offers an innovative solution
by integrating digital technologies like the Metaverse and ML to
revolutionize mathematics teaching [12].

Leveraging this, the work presents a case study involving the
three-dimensional geometric shapes classification models fine-tuning
and optimization through real-world object images, using Meta-
verse and ML technologies. The goal is to integrate these technolo-
gies on the Geometa! application, which is an educational applica-
tion designed to teach basic Mathematics through the Metaverse,

Uhttps://play.google.com/store/apps/details?id=com.Inteceleri.Geometa&pli=1

proposing an immersive and experimental teaching method. The
study will validate the proposed hypotheses, applying a model low
computational cost optimization method and discuss the research
founds and their implications for Mathematical teaching.

The main research contributions involve the following concerns:
(i) the development of a low computational cost hyperparameter
optimization method designed for DNN through a structured prun-
ing technique; (ii) a case study implementation for the method
demonstration; (iii) the method validation through the hypothesis
that are deeply investigated throughout the work; (iv) a general
and definitive approach for methodology replication on different
Artificial Intelligence contexts.

The remaining work is divided into four main sections, which
present: in Section 2 the literature review through related works;
in Section 3 the adopted methodology description to the method
development and implementation, contextualizing the proposed
case study; in Section 4 the experiments and results are discussed,;
and finally, in Section 5 the final research considerations.

2 Related Works

In this research context, it was adopted a term search protocol, cen-
tered on four key concepts: “pruning”, “structured”, “non-structured”
and “optimization pruning”. The “pruning” term is used to describe
an unnecessary or redundant component elimination process on a
structure, which is an often performed approach in a diversity of
areas, such as Data Science, Software Development and Artificial
Neural Networks. The “structured” and “non-structured” terminol-
ogy refers to systems or data that present a clear organization and
definition, while also including the systems that lack standardiza-
tion and predictability.

The “optimization pruning” key represents a specific approach
that aims to improve the systems or algorithms’ performance and
efficiency, through unnecessary component removal without com-
promising its essential functionalities. These terms are particularly
pertinent in an Artificial Intelligence context, where the models
and algorithms optimization is fundamental to the continual im-
provement of DNN effectiveness. Furthermore, this terms set was
employed based on structured searches and subsequent analyses,
aiming to provide an actual and comprehensive understanding
involving the most recent practices and innovations in the field.

Although the pruning techniques are not a recent advance in
the DNN field, it is possible to notice that its application growth is
a tendency nowadays. This occurs due to the DNN diffusion to the
mobile devices, as demonstrated by Hubens et al. (2020) , where it is
clarified that to execute the models on a lighter way it is necessary
to perform the redundant parameter pruning. This approach allows
providing lighter models for mobile devices without the need for a
model retraining stage.

In this sense, Fang et al. (2023) presents the Torch Pruning li-
brary?, which was designed to provide high-level and low-level
pruning application methods, leveraging different pruning tech-
niques and the effective model pruning complexity reduction. Be-
sides this, Blalock et. al. (2020) highlighted the absence of stan-
dardized benchmarks and metrics for DNN pruning. Furthermore,
Crowley et al. (2018) explore the structured pruning and emphasize
that the structured pruning produced architectures would provide

Zhttps://github.com/VainF/Torch-Pruning
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superior improvement to the ones that were first conducted to the
pruning process to posterior fits.

When the structured and non-structured pruning techniques are
compared to each other, it would be noticed that the structured
pruning can improve the processing speed and provide compu-
tational efficiency benefits on a trade-off with the models preci-
sion reduction [35]. On the other hand, non-structured pruning
approaches would have disadvantages concerning computational
efficiency. For this reason, Zhao et al. (2023) identified two main
non-structured pruning-related disadvantages: the weight matrix
turns into a sparse matrix and the weight connections distribution
is randomly removed.

Thus, the structured pruning would be able to provide the best
optimization results. This is also emphasized by Xiao et. al. (2022) ,
in which is treated that the structured pruning-related optimiza-
tion would provide benefits on the realistic model efficiency im-
provement. In contrast, Cai et. al. (2022) demonstrate that the non-
structured pruning-related optimization would not be able to obtain
an increase in the real models’ efficiency, besides the model pre-
serves a low sparsity posterior to the pruning process.

When the actual literature is compared to this work’s contribu-
tions, it is proposed the connection between the model optimization
and the structured pruning field. Based on the research carried out,
the literature lacks model hyperparameter optimization-related
approaches based on computational efficiency. Thus, this work
introduces an innovative approach to incorporate optimized hyper-
parameters obtained from structured pruning techniques on non-
pruned models. This implementation aims to provide substantial
improvements on the models’ optimization process computational
cost and performance. Different from other works where they only
apply the pruning method, in this work hyperparameters obtained
through pruning are used in other models, seeking optimization
and contributing to the state of the art.

3 Methodology

The proposed method was organized into two main pipeline blocks,
the CPU Server Pipeline and GPU Pipeline, as shown in Figure 1.
Both the pipeline blocks have inner implementation blocks. On
the CPU Server Pipeline, the Geometa Vision Al models are used
for Model Pruning and subsequent Hyperparameter Optimization.
Further, on the GPU Pipeline, the original Model Retraining is
performed using the optimized hyperparamters. In sequence, the
original Model Evaluation is performed through machine learning
and inference performance metrics, for the detailing on the Model
Analysis of the different performances obtained. Finally, the original
Model Launch is carried out to store the best models for future
application integration. Each pipeline block and its will be further
detailed in the following subsections.

3.1 CPU Server Pipeline

The CPU Server Pipeline flux starts with the Geometa Vision AI
models, which are models previously developed by the Inteceleri
company based on the three-dimensional geometric shapes clas-
sification through real-world objects. In sequence, the structured
Model Pruning approach is applied to turn these models as fast and
lighter as possible. Finally, the Bayesian Optimization technique
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is used to search the hyperparameters closest to the optimal solu-
tions on a range interval defined for experimental hyperparameter
selection.

3.1.1  Geometa Vision Al In a previous paper, Santos et al. (2023)
trained CNN, MobileNet, ViT, BEiT, ResNet, and ResNeXt models
for the classification of three-dimensional geometric shapes classes
using a reclassified ObjectNet database 3, intituled Solidos-V1. For
this work, the ResNet and BEiT models, which obtained the best
results in the previous article, were selected for the implementation
of the proposed method. Besides these, the EfficientNet model was
selected for a better comparison of the results with the other models.
The aim is to improve the performance of the trained models and
implement them in the GeoMeta application to obtain the best
performance for users in future versions. For this, the same database
(i.e. ObjectNet) was used to train, validate and test the models
pruned and not pruned.

In this study, the ResNet architecture, particularly Microsoft
ResNet-50, is utilized for its ability to train deep neural networks
efficiently, maintaining low computational costs and high perfor-
mance in varying conditions such as different poses and lighting in
human face identification [15, 19]. Additionally, Microsoft’s state-of-
the-art BEiT, a successor to Google ViT and part of the ViT category,
stands out for its semi-supervised learning approach, combining
supervised and unsupervised learning to enhance tasks like image
classification and object detection [2]. Furthermore, Nvidia’s Effi-
cientNet was used, introduced in 2019, innovates CNNs for efficient
image processing, employing a compound scaling method that bal-
ances network width, depth, and resolution, thereby achieving high
accuracy and efficiency in image classification and object detection
tasks [33].

3.1.2  Model Pruning To address the computational challenges in
deep neural networks, pruning techniques have been developed,
focusing on reducing computational demands without sacrificing
performance. These methods are based on the principle that not all
neurons or layers contribute equally to the model’s effectiveness. By
identifying and removing less critical parameters, structured prun-
ing can significantly decrease the model’s size and computational
requirements, even before the training process begins, aligning with
model optimization strategies [16]. This approach is particularly
effective in streamlining the training, evaluation, and application
phases of deep learning models.

One notable variant of this technique is Taylor Pruning, which
utilizes Taylor series expansions to assess the impact of individual
parameters on the network’s output. By expressing the network
function as an infinite sum of its derivatives, this method provides
a nuanced understanding of how each parameter influences the
overall performance. The parameters with minimal contributions,
as indicated by lower-order terms in the Taylor series, are iden-
tified as candidates for pruning. This iterative process not only
enhances computational efficiency but also necessitates subsequent
fine-tuning to offset any potential performance losses. The effec-
tiveness of Taylor Pruning is ultimately evaluated based on the
improved machine learning and inference performance of the mod-
els [29, 30].

3https://objectnet.dev/
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Figure 1: Pipeline model for CPU server and GPU

3.1.3  Hyperparameter Optimization The enhancement of model
performance in Al is increasingly reliant on the optimization of
hyperparameters, particularly for pruned models. Traditional meth-
ods like Grid Search and Random Search, while effective, often
incur high computational costs and may not always converge to
an optimal solution. A more efficient alternative is Bayesian Op-
timization, which utilizes probabilistic surrogate models like the
Gaussian Process Regression model. This non-parametric method
excels in handling complex, non-linear functions and in quantifying
uncertainties in predictions, making it ideal for optimizing intricate
and uncertain objective functions [23].

The Bayesian Optimization operates iteratively, updating the
surrogate model with new data to refine its mean and covariance
functions, thereby enhancing the accuracy of the posterior distri-
bution in estimating the true objective function. A key component
of this process is the Upper Confidence Bound (UCB) acquisition
function, which strategically balances the exploration of uncertain
areas with the exploitation of promising regions. The ultimate goal
of this optimization is to pinpoint the global optimum with the
fewest possible evaluations of the true function, achieved through a
continuous cycle of model fitting, acquisition function optimization,
and objective function evaluation [14].

Due to the drastic initial lose in machine learning metrics per-
formance, the pruned models evaluation was conducted under the
improvement ratios, which combines a pruned initial state per-
formance and the pruned optimized performance for a defined
maximization metric, considering each of the pruned models’ hy-
perparameter setups. In this sense, the calculations performed are
shown in sequence in the Equations 1 and 2, where:

Tp = {; X Prgp (1)
O 4 POP < PISP

PIR = ; » Pop 2 8 X Prgp @)
% , other cases

The Performance Improvement Ratio (PIR) is related to any
defined metric for the case study. This metric is influenced by the
Pruned Initial State Performance (P;sp) which is evaluated
before the optimization process, the Pruned Optimized Perfor-
mance (Ppp) which is evaluated after the pruned model training
with a hyperparameter setup and the Target Performance (Tp)
which is evaluated based on the specific research goals. The Tp is
highly influenced by the {7 specialists defined value, which is a
multiplier of the Prgp.
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3.2 GPU Pipeline

The GPU Pipeline flux initiates with the optimal hyperparameters
found on the CPU Server Pipeline being used for original Model
Retraining, Thus, these models have their machine learning and in-
ference performances evaluated through original Model Evaluation
and collected for discussion on the original Model Analysis. Finally,
these models are launched for future research and integration on
the Inteceleri models storage.

3.2.1 Model Retraining Subsequent to the Geometa Vision Al pruned
models optimization, the optimal hyperparameters are found and
stored in a hyperparameter optimization dataset. This dataset is
used to identify the Top10 optimized configurations for each orig-
inal pruned model and these configurations are conducted to the
retraining process of the original model. This is done in order to per-
form a future comparison between the models’ original optimized
version and its original initial version, which could provide insights
concerning the performance improvements achieved considering

the applied methodology.

3.2.2 Model Evaluation In integrating Artificial Intelligence with
user-centric applications, the trained models were evaluated using
machine learning metrics and inference performance indicators.
Machine learning metrics, such as precision, accuracy, recall, and F1-
Score, assess the model’s capability to recognize three-dimensional
geometric shapes’ patterns, crucial for minimizing inference er-
rors and discarding irrelevant patterns [38]. Inference performance
metrics, on the other hand, focus on the model’s computational
complexity, including total and per-inference time, inferences per
second (IPS), total parameters, and model size. These metrics are es-
sential for ensuring a satisfactory user experience, as they reflect the
model’s responsiveness and efficiency in processing data streams
[8]. The balance between these two sets of metrics is vital for the
effective application of Al in user-focused environments, where
both Precision and computational efficiency in pattern recognition
are key to performance.

3.2.3  Model Analysis In the process of retraining and evaluating
original models using optimal hyperparameter configurations, a
comprehensive analysis was conducted to identify the best-performing
model for integration with the Geometa application. This analysis
encompassed various aspects: evaluating the performance of orig-
inal models trained with default library hyperparameters over a
hundred epochs; assessing the optimal pruned model performance
with hyperparameter optimization over three epochs for each setup;
comparing the initial pruned model with the top five best pruned
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optimized models; contrasting the performance of the initial orig-
inal model with its optimized version; and summarizing general
research findings and hypothesis refutation. These analyses are
crucial for extracting insights into hyperparameter optimization
using pruning methods, contributing to future optimization re-
search in deep learning and enhancing the scientific community’s
understanding of these methods for reproducibility and real appli-
cations [22].

3.24 Model Launch Posterior to the performed analysis the origi-
nal optimized models are stored on Google Drive as Launch. The
main purpose behind the storage of these models is the future
Al model integration with the Geometa application. In this sense,
the models will be compared among different three-dimensional
geometric shapes’ classification datasets and their baseline perfor-
mance will be available for future research. The other purposes
include the best analysis strategies throughout the models’ pos-
sibilities in the Deep Learning field. This will turn in the future
Geometa’s Augmented Reality module available for students’ and
teachers’ experiments, focusing on proposing better quality Mathe-
matics education for these individuals.

4 Experiments and Results

Later than the performed experiments, the results were evaluated
and presented for further investigation of the hypothesis and se-
lection of the best model for future integration with the Geometa
application. It is also worth noting that the models involved in this
study will be stored as a launch for future research of the best ap-
proaches found to improve the educational process and also intend
to improve the recent deep learning state-of-the-art optimization.

Due to the structured pruning’s low efficiency on models’ pa-
rameters and inference time reduction when considering lower
pruning amounts, the pruning amount was inserted as high as pos-
sible while still attempting to represent the original models. For
this reason, the 90% pruning approach was performed as it proved
to be satisfactory through a pruning amount performance analysis
carried out leveraging the pruned models’ precision and size decay,
in addition to inferences per second increase.

This value was selected due to even in 10%, 30% and 60% cases the
original model still loses considerable Precision and still presents
low IPS. The Table 1 summarizes the mean pruning amount effects
on performance between the models considering the mean and
standard deviation for Precision, IPS and Total Parameters. Thus,
in sequence, the CPU Server computational setup will be described.

The CPU Server Pipeline computational modeling was carried
out using Python 3.11 programming language, and its libraries
such as: PyTorch, Torchvision, HuggingFace and BoTorch. The
CPU Server Pipeline was executed under an experimental setup
involving the use of a computer with Intel(R) Core(TM) i7-6700F
CPU 3.40 GHZ, 16GB DDR3 RAM and 80GB HD partition. The
results were collected during one day of pruned models’ training
and processing. After obtaining the best-found hyperparameters
the GPU Pipeline flow was carried out in an attempt to find the
best hyperparameters for further original model retraining.

An early exploration set of hyperparameters was defined for
initial searching the pruned models optimization space and it led to
the early precision scores filling onto the hyperparameter dataset,
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considering a total of 130 different setups. The hyperparameters
set includes multipliers scalars of 1, 3, 6 and 9 combined with order
base values around 1072 to 1071, It is worth noting that every
base learning rate was multiplied by the following constants: 1,
1.25, 1.75, 2.25, 2.75, 3.25, 3.75 and 4.25. Then, the values were
normalized to stay between 10~ and 1072, The reason for these
distant extremes was just to evaluate whether the models were able
to present a satisfactory performance just on the extremes.

The hyperparameter search progressed with Bayesian Optimiza-
tion, leveraging Gaussian Processes to analyze previously explored
hyperparameters, generating a dataset with hyperparameters, PIR,
and { for each learning rate of the pruned models, followed by
retraining. This retraining utilized Inteceleri Vision AI models
from prior studies to explore potential performance enhancements
through a swift optimization process, comparing the machine learn-
ing metrics of the optimized pruned models against their original
counterparts, with subsequent detailing of GPU computational se-
tups.

The computational setup for the GPU pipeline was based on
Python 3.11 and utilized similar libraries as the initial pipeline, ex-
cluding BoTorch, which is specific to Bayesian Optimization. The
hardware comprised an Intel(R) Core(TM) i3-10100F CPU, NVIDIA
GeForce RTX 2060, 16GB DDR4 RAM, and a 1TB HD, with results
gathered from a day’s training and processing. This approach aimed
for performance improvements despite the models being signifi-
cantly pruned, indicating a strategic move towards refining the
optimization process for future enhancements, with forthcoming
sections to provide a detailed performance analysis.

4.1 Original Models Performance Analysis

The performance of the models was evaluated onto six main met-
rics, that is, Precision, Accuracy, Recall, F1-Score, IPS and Total
Parameters. These performances represent the baseline for this
experiment, as it is the initial and brute state of the models after the
training process considering the default hyperparameters of the
libraries used, which was: 1073, 100 epochs, AdamW optimizer. Ta-
ble 2 shows a brief evaluation of the ResNet, BEiT and EfficientNet
models on the test dataset.

The ResNet model showed the best performance on machine
learning metrics, although it had intermediate performances on
inference performance metrics. When compared to EfficientNet,
which is the second better model, the ResNet achieved an improve-
ment of: 9.45% on Precision; 4.77% on Accuracy; 5.56% on Recall;
4.11% on F1-Score. Whilst this, the ResNet model had reduced val-
ues on inference performance metrics when compared with Effi-
cientNet, which achieved: 95.72% better IPS and 82.93% less Total
Parameters.

When BEiT is compared with these two models, it had the lowest
performances both on machine learning and inference performance
metrics. When compared to the ResNet model on machine learning
metrics, the ResNet presents an improvement of: 30.9% on Preci-
sion; 43.87% on Accuracy; 49.78% on Recall; 45.6% on F1-Score. On
the other hand, when the comparison is made concerning the Effi-
cientNet model on inference performance metrics, the EfficientNet
presents an improvement of: 85.06% on IPS and 95.33% less Total
Parameters.
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Pruning Amount Original 10% 30% 60% 90%
Precision 68.56 + 12.93 20.08 + 5.65 6.59 + 1.70 2.17 £ 1.33 2.68 £ 1.11
1PS 16 £ 10 17 £ 10 22 +£12 35+ 18 75 £ 41
Total Parameters 378 M+349M 314M+294M 206M+199M 84M+88M 12M+16M

Table 1: Mean pruning effects on Precision, IPS and Total Parameters

Model Precision Accuracy Recall F1-Score IPS Total Parameters
ResNet 82.01 77.27 75.27 72.64 14.94 235 M
BEiT 51.11 33.40 25.49 27.04 4.37 85.77 M
EfficientNet 72.56 72.5 69.71 68.53 29.24 401 M

Table 2: The original models evaluation through machine learning and inference performance metrics

4.2 Pruned Models Performance Analysis

The hyperparameter optimization process started considering about
a thousand different pruned models’ hyperparameter setups before
evaluating the best configurations. In order to show the benefits
of the structured pruning process, the models’ specifics IPS and
Total Parameters on 90% pruning amount are shown in Table 3. The
best model on IPS after the pruning process was the ResNet model
with 105 IPS, even having 73.91% more Total parameters than the
EfficientNet model. Inversely, the BEiT model presents the lowest
IPS of 16 and the highest Total Parameters, being 98.31% bigger
than the EfficientNet model. After the pruned models inference
performance metrics evaluation, the Hyperparameter Optimization
process was performed.

Model IPS Total Parameters
ResNet 105 023 M
BEiT 16 3.56 M
EfficientNet 102 0.06 M

Table 3: Pruned initial state models evaluation on inference
performance metrics

During the hyperparameter optimization process, the setups and
the scores were constantly updated on a dataset, which provides
the analysis of the configurations that better improved the initial
performance of the pruned models on the Precision metric, which
was defined as the PIR metric. Thus, each pruned model was trained
for three epochs. It is worth noting that the { defined for the experi-
ments was equal to 10, which means that the experiments expected
to achieve up to 10 times the pruned model initial Precision on the
third epoch. In this sense, the Top5 better setups were extracted
from the dataset and are presented to conduct an evaluation of the
PIR metric and { of the pruned models on these hyperparameters.
The goal is to evaluate the capability of the Top5 better setups to im-
prove the original models during the retraining process. The Table
4 presents the Top5 hyperparameter setups and the correspondent
PIR and { to the ResNet, BEiT and EfficientNet pruned models.

In the evaluation of pruned models, the top five setups based on
the PIR metric showed mean values of 18.6%, 98.2%, and 12.4% for
ResNet, BEiT, and EfficientNet, with standard deviations of 6.4%,
2.7%, and zero, respectively. Additionally, the mean { evaluations
were 2.86, 11.47, and 2.24 for these models, with standard deviations
of 0.64, 1.06, and zero. This analysis highlights BEiT pruned models’
significant performance improvement, exceeding expectations with
an 11.47-fold increase in initial precision. In contrast, ResNet and Ef-
ficientNet pruned models did not meet { expectations as closely but
still showed efficient optimization, enhancing initial performances
by about 2.86 and 2.24 times in the best setups.
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Finally, the BEiT model achieved better performance improve-
ment, presenting on mean PIR metric 79.6% increase when com-
pared to ResNet and 85.8% concerning EfficientNet. The ¢ multiplier
surpassed the expectations for BEIiT, exceeding 12.82% of the de-
fined target multiplier, while being 75.07% better than ResNet and
also outperforming the EfficientNet on 80.47% on the multiplier.
Thus, in sequence with the pruned models’ performance analyses,
the Top5 hyperparameters obtained were conducted to the original
models’ optimization.

4.3 Original Optimized Models Performance
Analysis

Posterior to the pruned models analysis, the best-found hyperpa-
rameters were used to train the original Geometa Vision Al models
for a hundred epochs and its performance was constantly evaluated
on the validation dataset. The model retraining process collects the
model at the epoch that presents the best performance on the pre-
cision metric for testing subsequent evaluation on the test dataset.
Table 5 presents the original optimized models’ machine learning
metrics performance on the test dataset, leveraging the best-found
hyperparameters. It is highlighted that the original models main-
tain the same IPS and Total Parameters presented before even when
optimized, as the goal is to optimize the machine learning metrics
performances.

In this sense, it was identified that the best optimized BEiT
was obtained with LR equal to 3.88652794 - 10~ after 54 epochs.
Furthermore, the best optimized ResNet was obtained with LR
equal to 8.85630921 - 102 after 63 epochs. In sequence, the best
performance-optimized EfficientNet was obtained with LR equal to
6.00000005 - 103 after 18 epochs. The model evaluation on the test
dataset provides insights involving the improvement of the three
models on their optimized version concerning the original initial
models.

The optimized ResNet was the better evaluated model and con-
cerning the original version it was able to achieve an improvement
of: 2.18% on Precision; 1.14% on Accuracy; 1.17% on Recall; and
0.79% on F1-Score. On the other hand, the optimized BEiT had
the best improvement on every evaluated metric to the original
model, achieving an increase of: 10.58% Precision; 5.92% Accuracy;
6.96% Recall; and 5.29% F1-Score. In closing, the performance im-
provement obtained through the optimized EfficientNet with its
original version was 7.62% on Precision. However, this model loses
performances on the other metrics, having a decrease of: 2.73% on
Accuracy; 2.55% on Recall and 4.44% on F1-Score.

The model that still presents the best results when compared
among others, posterior to the optimization process, was the ResNet
model with 4.01% Precision, 8.64% Accuracy, 9.28% Recall and 9.34%
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ResNet BEiT EfficientNet
Rank | Learning Rate PIR 14 Learning Rate  PIR 14 Learning Rate  PIR 4
1 1.78256611 - 10~%  0.284 3.84 | 2.24332325- 1073 1 13.30 | 6.00000005 - 1073  0.124 2.24
2 1.47153260 - 107%  0.229  3.29 | 3.88652794 - 1072 1 11.95 | 4.23757359 - 1072 0.124 2.24
3 9.36821848 - 1072 0.164 2.64 | 2.02499996 - 107> 1 11.01 | 4.14208360 - 1072 0.124 2.24
4 8.85630921 - 1072 0.154 2.54 | 5.95125835-107° 0.981 10.81 | 5.09522446 - 1072  0.124 2.24
5 9.88561288 - 1072 0.100 2.00 | 3.68676335- 1073 0.929 10.29 | 4.13979366 - 1072  0.124 2.24

Table 4: Top5 optimized setups for the models ResNet, BEiT and EfficientNet

Model Precision Accuracy Recall F1-Score
ResNet 84.19 78.41 76.44 73.43
BEiT 61.69 39.32 32.45 32.33
EfficientNet 80.18 69.77 67.16 64.09

Table 5: Machine learning metrics performance post opti-
mization process

F1-Score better performances concerning the EfficientNet model,
which was the second highest performance evaluated model. Finally,
the BEiT model proved to be the most complex and unstable model
on every evaluated machine learning metric, being surpassed by the
ResNet model, which had 22.5% on Precision, 39.09% on Accuracy,
43.99% on Recall and 41.1% on F1-Score.

4.4 Research Founds and Hypothesis Discussion

This section consolidates the findings from model analysis, reveal-
ing that: (i) Pruning techniques effectively optimize hyperparam-
eters in complex models, aligning with hypothesis (a); (ii) Direct
optimization of complex models is significantly more resource-
intensive than optimizing pruned models, supporting hypothesis
(b); and (iii) Optimal learning rates for similar DNN optimization
experiments fall between 1072 and 107, corroborating hypothesis
(c). These insights lead to a discussion on the research hypotheses
informed by the findings.

The (a) hypothesis was confirmated through the original opti-
mized model analysis, in which the improvement in every machine
learning metric was observed, considering the research method for
using only the pruned models during the hyperparameter optimiza-
tion process. In this sense, the pruning techniques demonstrated
an effective way for considerably reducing the time and dimension
of the models and searching the hyperparameters setup possibili-
ties while still preserving the posterior-most complex and original
models retraining.

The (b) hypothesis was confirmated through the comparison
between the inference performance metrics applied to the original
and optimized models to obtain the IPS and Total Parameters. It
was demonstrated that the models had an improvement in their IPS
and a reasonable reduction in Total Parameters when the pruned
models were compared to the original models. Whilst the mean
IPS for the original models is 16, the mean of the same metric for
the pruned models is 75. In addition, the mean Total Parameters of
the original models were 37.8 M, while this metric for the pruned
models was 1.2 M. These improvements turned the models 78.29%
faster and 96.83% lighter during the training and evaluation process
in comparison to leading with the original ones.

The (c) hypothesis was confirmated through Table 4, as the best
learning rates found for the three DNN models were between 102
and 1072, although the performances were not close, this interval
range was able to provide satisfactory performances to both models,
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whilst also being an intersection for the three models. It is also valid
to mention that it was not maintained the proportionality of the
zeta values, although the metric was crucial for identifying the best
hyperparameters based on Precision improvement.

In closing, the retrained models leveraging the best hyperpa-
rameter setups will be launched as a baseline for future studies
involving optimization techniques and model complexity reduction.
This will be done by focusing on proposing even faster and lighter
models for a variety of research areas in the deep learning field. The
actual research carried out the case study of the Geometa Vision
Al models and the future intention is to integrate these models into
the Geometa application, proposing a more immersive and simple
educational experience in teaching and learning for teachers and
students.

5 Conclusion

This study introduced a structured pruning technique for optimiz-
ing DNN hyperparameters at low computational cost. A case study
was conducted to explore three main hypotheses by: (i) training and
evaluating ResNet, BEiT, and EfficientNet models on the Solidos-V1
dataset, followed by structured pruning; (ii) optimizing and evaluat-
ing the pruned models to identify the best hyperparameter setups;
(iii) retraining the original models with the best hyperparameters;
and (iv) comparing the performance of the retrained models against
their pre-pruned counterparts. Key metrics such as IPS, Total Pa-
rameters, and evaluation results were recorded for each model
throughout the process.

Conforming the experiments performed and the obtained results
presented in Section 4, it was identified that the (a) hypothesis
was accepted, such that it was noticed an improvement in every
machine learning metric when the original optimized model was
compared to its initial state original version. Furthermore, it was
also observed that the direct original model optimization is less
efficient than its 90% pruned version optimization, which confirmed
the (b) hypothesis. Finally, the best learning rates were found be-
tween 1072 and 107 for the three state-of-the-art deep learning
models, emphasizing the acceptation of the (c) hypothesis.

Future work will focus on developing an enhanced evaluation
metric for pruned models to capture precision growth more accu-
rately across all training epochs, rather than solely the third epoch
as currently practiced. Additionally, the introduction of adaptive
learning rates after a set number of epochs aims to enhance both
the optimization and performance of pruned and original retrained
models. Lastly, research will be directed towards determining the
optimal pruning threshold, moving away from arbitrary values to
find a balance between reducing computational costs and minimiz-
ing precision loss.
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