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ABSTRACT

The =-body problem appears in numerous fields, from stellar sim-

ulations to, more recently, AI applications. The Barnes-Hut (BH)

method is a tree-based method that allows better scalability when

dealing with this problem. In this work several variants of the BH

method are proposed which use MPI to distribute the workload.
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1 INTRODUCTION

The =-body problem appears in numerous fields, from stellar simu-

lations to, more recently, AI applications [12] [15]. The Barnes-Hut

(BH) method is a tree-based approximation which allows better

scalability when dealing with this problem. Recent applications of

BH in AImethods and in the visualisation of high dimensional data

[12] [9] have determined an increase of interest to accelerate BH

in modern multicore CPUs [5][6] and in distributed versions. In

this work several variants of the Barnes-Hut method are proposed

which use MPI to distribute the workload. We have analyzed our

implementations in a modern multicore CPU. Future applications

of our parallel/distributed methods could be combined with other

state of the art techniques to further accelerate the Barnes-Hut

method in multicore and CPU/GPU clusters. The classical =-body

problem can be described thus: Let there be = celestial bodies, in-

teracting gravitationally, whose corresponding masses, positions

and velocities are known at a given initial time. The =-body prob-

lem refers to the computation of each body’s position as time pro-

gresses. For each of the = bodies, = − 1 forces must be computed

for a total of =(= − 1) forces or $ (=2) computations. In order to

reduce the number of computations a tree-based method may be

used. The rest of this work is organized as follows: Section 2 dis-

cusses the fundamentals necessary to understand the Barnes-Hut

method. Related works are described in Section 3. Our MPI parallel

approaches will be presented in Section 4. The results and discus-

sions about the experiments will be presented in Section 5. Finally,

the conclusions and future works are presented in Section 6 and

Section 7, respectively.

2 THE BARNES-HUT METHOD

The Barnes-Hut method [2] makes use of an octree to partition the

space according to the position of the bodies. Let ; be the length

of the (cubic) cell, 3 the distance between the object and the cell’s

barycenter andX the distance between the cell’s center and barycen-

ter. Let also \ be the opening angle parameter. If 3 ≥ ;

\
+ X then

the object and the cell are considered to be sufficiently apart: in this
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case the barycenter of the objects within the cell is used to compute

the total force on the object, otherwise the cell is traversed recur-

sively and each of the cells contained within it is tested, eventually

using the bodies within them to compute the force. A simpler ver-

sion of the aforementioned equation can be used which does not

take into consideration X . In that case the opening criterion can be

simplified as 32 ≥ ;
2

\ 2 which makes use of no square roots, thus

driving down the computational cost. By taking \ = 0 all the cells

are open, thus obtaining the same results as in the quadratic ver-

sion. The cost for a tree-based method is $ (= log=).

3 RELATED WORKS

Efficient methods were developed in [4] to generate and traverse

pointer-based octrees inGPUs in BHgravitational simulations. The

performance of this code was analyzed by [14], including compar-

isons with codes written for multicore CPUs. Another simulator

which is run in GPUs was presented by [3]. This code uses a sparse,

pointer-based octree, but with a different structure. The trees are

generated and traversed in pre-order. The bodies are ordered ac-

cording to their Morton keys. This and the following stages where

there exist data transfers associated to the reordering of the inter-

nal nodes uses approximately 66% of all the time devoted to the

generation of the tree. A possible advantage of ordering the leaves

according to their Morton order is that the efficiency of the cache

is improved during the tree traversal.

The use of implicit octrees during the traversal phase in multi-

core CPUs was presented in [6].

The use of parallelism using SIMD/AVX2 vectorization was ex-

plored in several works which involve the =-body problem and

tree-traversals [13], [8], [1], specially where there were direct com-

putations of gravitational forces. Such is the case of [7] which uses

the dual tree method and that does not use intrinsic SIMD instruc-

tions directly, leaving the work of vectorization to the compiler.

This is possible mainly because in these methods the interactions

are of the cell-cell (C-C) type, which are easier to deal with with

automatic vectorization. C-C interactions are equivalent to apply-

ing the direct method between bodies which are contained in the

cells and, at this point, becomes a regular computation pattern.

In this work we study several MPI parallel variants of the BH

method which in future implementations could be combined with

the techniques described in this section to further accelerate the

Barnes-Hut method in multicore and CPU/GPU clusters.

4 MPI PARALLEL BARNES-HUT VARIANTS

In thiswork some variants of the Barnes-Hutmethod are presented,

all of which use the Message Passing Interface (MPI) to distribute

the workload. Sparse (that is, pointer-based) octrees are used in all

cases. With respect to the octree proper, two variants were consid-

ered: Full octree (each node builds the octree with all of the bodies)
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and partial octree (each node builds the octree with part of the bod-

ies). With respect to the workload, two variants were also consid-

ered: Static load (which each node computes the forces on a fixed

range of bodies and said range depends solely on the node’s rank

and it is the same for all the steps of the simulation) and dynamic

load (each node computes the forces on a range of bodies which

varies as the simulation advances).

4.1 Full octree

At the beginning of each simulation step the bodies are sorted ac-

cording to their Morton keys. Each working node builds the octree

with all the bodies and computes the forces between part of the

bodies and the octree. In the static variant, after the octree is built,

the forces are computed on a range of the bodies. The range de-

pends solely on the rank of the node. In the dynamic variant the

master-slave paradigm is used (thus, to be compared to the rest of

the methods, there needs to be an extra node). The master node

sends a range (given by two indices) to each slave node, which

computes the forces between the bodies in said range with the oc-

tree. When finished, the slave asks for more bodies. This process

is repeated until all the bodies are processed by one of the slave

nodes.

4.2 Partial octree

The variants where a partial octree is built need less memory at

any given point in time than the full octree versions, which makes

them suitable in memory-constrained situations, or simply when

the number of bodies is too high. At the beginning of each simula-

tion step the bodies are sorted according to their Morton keys. The

bodies are then scattered among the nodes (which are organized

in a ring), along with the limits of the space. Each node builds an

octree with the received bodies and limits. The rest of the sim-

ulation step is divided in as many phases as nodes are. In each

phase the node computes the forces that the bodies in its octree

exert on a number of bodies. Afterwards, the bodies and the par-

tial forces computed are sent to the next node in the ring. During

the first phase, the node computes the forces between the bodies

with which the octree was created. At the end of the last phase

each node receives the bodies to it originally allotted and their cor-

responding, fully computed, forces. In the dynamic variant, after

each simulation step, in order to make the times spent by each

node more similar to each other’s, the loads may need to be redis-

tributed. This redistribution should take place before each simula-

tion step. For the first simulation step all the times could be set to

a given number, say, one. Thus initially all nodes receive the same

number of bodies. In practice, it is noted that after some simulation

steps it is better to make the load of all the nodes the same again,

at least when using several nodes in the same computer.

4.3 Costzones

In order to lower the time needed to complete a step of the simula-

tion a strategy called costzones can be used [11]. For each body, dur-

ing the force-computation phase, a counter is incremented when-

ever a force is effectively computed (be it with a barycenter or di-

rectly with another body). For the next time step each process will

deal with a range of objects such that the total cost in every range

(that is, the number of interactions computed) is approximately

the same, the rationale being that the positions of the bodies do

not change by much between time steps.

5 RESULTS

The code was implemented as a number of C++ template classes.

To obtain the following results single-precision floats were used.

The experiments were performed on a single computer with an In-

tel Xeon Silver 4314 CPU @ 2.40GHz processor with 16 physical

cores, 32GB of RAM, running Ubuntu 20.04.3 LTS. The opening pa-

rameter was set to \ = 0.5. One million objects following a Plum-

mer distribution [10] were simulated. In Figure 1 the time needed

for each of the tasks performed during the first step of the simula-

tion is represented for each of the variants developed, the number

of working MPI processes being 16. Notice how the variants which

employ a full octree are faster, and of these, the one with dynamic

allocation of work is the fastest. The largest amount of time is de-

voted to the calculation of the forces, therefore this must be the

focus of attention in the future to drive down the cost of these

variants. In the plots corresponding to the variants with partial oc-

trees, the white regions of the bar plots correspond to the stages in

which MPI communications occur. Due to the high number of mes-

sages exchanged between the nodes and the fact that each node

needs the incomplete calculations performed by the previous node

to carry on its own computations, these variants are very sensible

to delays from any particular node. The speedups related to each

variant for the first step of the simulation are represented in Fig-

ure 2. The trend of the full octree variants’ speedups, although in-

creasing sublinearly, indicates that a plateau has not been reached

yet. Given more nodes, therefore, it is expected that the speedups

will still increase. The partial variants’ parallel speedups are infe-

rior. These variants also present poorer performance with respect

to the full variants. The effect of using costzones to ameliorate the

performance is small in any given time step, but the cumulative re-

sult can be quite significant, as seen in Figure 3. The dynamic full

octree variant still outperforms the full octree variant modified to

use costzones, but this could change in a real CPU cluster.

6 CONCLUSIONS

Several variants of the Barnes-Hut method for solving the =-body

problem were implemented to distribute the workload MPI was

used. We have analyzed our implementations in a modern multi-

core CPU. Future applications of our parallel/distributed methods

could be combined with other state of the art techniques to further

accelerate the Barnes-Hutmethod inmulticore and CPU/GPU clus-

ters. In the full octree variants the largest amount of time is devoted

to the computation of the force, while in the partial octree variants

the largest amount of time is devoted to communications between

the participant nodes. The dynamic full octree variant outperforms

all the other variants and shows great promise if deployed in an

heterogeneous network.

7 FUTUREWORK

To improve the cache locality an implicit octree, as described in [6],

will be used. This octree is laid out as an array: it is expected that

the lack of pointers and the contiguity of memory will improve the
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Figure 1: Time consumption for the first step of the simula-

tion, 8 working MPI processes, 106 objects.
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Figure 2: Speedups for 2, 4 and 8workingMPI processeswith

respect to a single working process for the first step of the

simulation, 106 objects.
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Figure 3: Impact of the use of costzones. Left: Individual step

times. Right: Cumulative time. Full octree method, 100 time

steps, 106 objects, 16 working MPI processes.

number of cache hits. A real cluster will be used, thus each pro-

cess will further parallelize the computations by using OpenMP.

Whether the behavior observed in the experiments described in

Section 5 would be replicated in a real cluster or not will be ad-

dressed in future works. Although speedup improvements in the

partial octree variants mainly depend on optimizations to be fur-

ther investigated in the communication patterns to implement the

workload distribution, we also expect that the use of implicit oc-

trees can also benefit these variants to some extent, as the use of

this method can possibly accelerate traversal time in the partial

tree sections at the nodes.
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