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ABSTRACT
Autism spectrum disorder (ASD) impacts communication and cogni-

tive development of children and adults, has aworldwide prevalence

of 1% on children and affects not only the people with this disorder,

but also their family and the surrounding community. In the family

circle, individuals on the spectrum require greater support and at-

tention relative to its cognitive capacity, impacting the mental and

emotional health and even the financial life of families. The lack of

infrastructure, professionals, and public health policies to deal with

ASD is a known problem, specially in low income countries. To

mitigate this issue, computer-aided ASD diagnosis and treatment

represent a powerful ally, reducing the workload of professionals

and allowing a better overall therapeutic experience. This paper

intends to investigate how machine learning techniques can help

specialists by providing an automated analysis of ASD recorded

therapy sessions. The proposed solution is capable of handling large

amounts of video data, filtering out irrelevant frames and keeping

only relevant scenes for posterior analysis. Our results show that

the proposed solution is capable of reducing manual checks by up

to 51.4%, which represents a significant workload reduction for

health experts. This solution will hopefully provide researchers,

therapists and specialists with a tool that assists the automated

identification of features and events of interest in video-recorded

therapy sessions, reducing the amount of time spent on this task.
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1 INTRODUCTION
Autism spectrum disorder (ASD) affects the cognitive development

and communication skills of children and adults, limiting the func-

tional capacity of these individuals. ASD has a worldwide preva-

lence of 1% on children and it affects not only the people with

this disorder, but also their families and the surrounding commu-

nity[Zeidan et al. 2022]. In the family circle, individuals on the

spectrum require greater support and attention relative to their

cognitive capacity, impacting the mental and emotional health and

even the financial life of families[Kołakowska et al. 2017].

Individuals in the spectrum are usually accompanied by a doctor

alongwith frequent sessions of ASD therapy. These sessions contain

qualitative and quantitative data about the patient’s progress and

evolution that a lot of times go unnoticed. Data that is generated

by questions like if the patient responded to a stimulus, how many

responses happened, and whether the patient engaged in a person-

to-person activity or preferred not to. But the way data is collected

is far from standard, thus not maintaining a concise record of the

patient[Ramirez-Duque et al. 2018].

One way to tackle this problem is to video record each therapy

session, composing a database with diverse features including the

ones mentioned above and many others. But again, which standard

is going to be used to collect this information, and who is going

to collect it? Manually reviewing and taking notes of a therapy

session could take more time than the session itself, which ends

up being unfeasible for a large amount of data and/or when the

responsible therapist treats other patients[Kołakowska et al. 2017].

This study aims to provide an automated event detection mech-

anism that is capable of filtering out irrelevant scenes of recorded

therapy sessions to assist professionals in their analysis. The de-

signed system is capable of processing a large amount of video

data, and automatically detect interactions between actors of the

scenes. This is done by using state-of-the-art machine learning

techniques for object detection combined with an ad hoc heuristic.

The detected events are then used to build a user-friendly timeline

of interactions for each therapy session footage.

2 PROPOSED SOLUTION
Considering the length and the number of therapy sessions needed

for an individual with ASD, and the need to review these record-

ings for documenting relevant events for the therapy assessment,

we propose an end-to-end tool capable of providing an automated

analysis of actors interactions in ASD therapy sessions. The pro-

posed system can recognize different pairs of interactions among

the actors, including child-toy, child-therapist and therapist-toy.

2.1 Dataset
The data used for training and testing the proposed solution are

videos of therapy sessions for children with ASD. It was provided

by the european project PlusMe (https://www.plusme-h2020.eu/)

as supplementary material published in [Sperati et al. 2020].

2.2 Proposed solution
The framework is composed of 3 main steps, the first one process

the video-recorded session through a computer vision tool able to

detect and classify the existing actors in each frame. Next, these

detections are processed in combination with each other to identify

the overlaps between them. Finally, based on these overlaps, an

interaction timeline is built showing in which frames of the video

there are potential interactions, as shown in figure 1.

2.2.1 Actors detection tool - YOLOv5 -. For this task, we employed

the YOLOv5 model available from the Ultralytics repository un-

der the GNU General Public License v3.0 and implemented it with

the open-source machine learning framework PyTorch 2. The only

modifications made to the default hyper-parameters were changing

the batch-size to 1 and image size to 256x256 pixels. Such modifi-

cations had to be done due to memory limitations of the training

environment (GPU) detailed later. The network was trained using

transfer learning with the default YOLO network (trained on COCO

dataset), and the training dataset.
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Figure 1: Proposed solution outline. First, the content of
a recorded therapy session is loaded into a Computer vi-
sion tool, generating a bounding box for each actor. Next, a
heuristic-based event detection mechanism outputs relevant
information about interactions.

2.2.2 Bounding box event detection -. The proposed event detection
tool computes whether two bounding boxes intersect for each frame.

Since a simple overlap, does not always mean an interaction, we

treated this as a “possible interaction event". Such predictions are

then evaluated against the “ground truth" to evaluate the accuracy

of the event detection tool. For sake of simplicity, at the current

state of our system, the interaction between the actors is defined

by any overlap between their bounding boxes.

2.2.3 Event detection timeline construction -. Finally, we use the
detected bounding box interactions information from the previous

step, group them accordingly and merge this information as an

overlay on the original video, highlighting the actors interaction

frames and enabling a faster evaluation of the interaction between

them in the recorded video therapy.

3 RESULTS AND DISCUSSIONS
3.1 Actors detection tool - YOLOv5
It used the extra-large model YOLOv5x, which produces better

results in nearly all cases but has more parameters. This model

was trained for 189 epochs, in a batch size of 1 and image size of

256x256 due to GPU limitations. We used a NVIDIA GTX 1650 GPU

with 4 Gb VRAM for training the model. The training took around

16 hours. The best results were found at 89th epoch achieving a

precision of 0.94, recall of 0.82, and mAP@0.5 of 0.90.

3.2 Events detector tool
Since the tool predicts the existence of interactions of the bounding

boxes, we can evaluate these predictions by manually asserting if

there is in fact an interaction at the given frame (ground truth). As

the objective is to point out which frames are important, it succeeds

featuring an almost zero number of False Negatives.

With prior knowledge of this particular dataset and to properly

evaluate the events detector algorithm, we applied a filter before-

hand and sent all the frames where the actors detection tool failed

to provide a bounding box for any of the actors directly to the end

of the system. These filtered frames are annotated as relevant for

the final analysis and bypass the event detector algorithm entirely.

Figure 2: A screenshot from the prototype output of the pro-
posed framework, highlighting the bounding-boxes inter-
action and the timeline construction tool with the relevant
frames in evidence.

Table 1: Reduction of analysed video data considering differ-
ent types of interaction

Video Frames Td&Ct Ct&+me Td&+me All

Video 1 100 34.0% 0.00% 35.0 0.0%

Video 2 100 51.4% 17.8% 18.8 17.8%

3.3 System prediction performance
In the final step of the system,wherewe join both actor’s and event’s

detection streams, it’s possible to assess the prediction of each frame

to compose the highlighted snippets that the system proposes. Like

a binary prediction, again, we can evaluate the results in a confusion

matrix that also features a low number of False Negatives, really

filtering only relevant scenes.

3.4 Video length reduction
Random samples of videos (test set) show that it is possible to filter

relevant frames for one kind of interaction making it 49% of the

whole video, resulting in a reduction of time required for analysis

up to 51%, as shown in Table 1. A Sample of the interaction timeline

can be seen in figure 2.
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