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Abstract. Software maintenance is a critical part in software life cycle where
fast production deployment and effectiveness for high quality software are
pressure factors. For cloud and regular Service Providers such as out
sourcing enterprises it is a key factor of success due to service level
agreements closed to customer needs. Although, more high level tools of
system monitoring are available into market to increase high availability, a lot
of software packages go to service providers with fatal bugs. The effectiveness
in terms of service components failure identification and priorities definition
focused on incidents information are few used. This paper presents a method
to extend orthogonal defect classification (ODC) in terms of triggers and
sources attributes in a hierarchical way to improve technical support
decisions in service providers. This approach classifies better errors on this
phase using service components in software maintenance from incidents
history. The ODC original triggers and sources are decomposed in values
closely related to software maintenance service components without change
the orthogonality essence of original ODC using a drill-down feature. These
attributes are used with ODC defect type and ODC impact in a multi-
dimensional modeling. This method reaches better service errors
identification, remove it earlier than standard methods and better process
feedback to manage service provider decisions. The method suggests an
improvement in service providers functionality based on experiments.

1. Introduction

In savice providerstoday there are seveal casa wherecusbmersoftware is inserted in
a selected infrastrudure service, for ingance,in a cloud environment. Discove where
problem is found becones very important to drive next release tests and directing
problen to custaner’s software or infrastructureor still if the problem is clearly
detected to custorrer code, sewice provider can offer a refactoring code sewice. It is a
fundamenral point where softwae changs have huge frequencyto follow time to
market

Quality and costare key points to guatanteesucaess of sewice providers where
rely on factors suchascomponeat andboad qudity, efficientapplicaion deployments,
high avalability, a good support of system diagnodics and behind these factors a
processthat controk qudity assued, resourceandcosts[Toa et a. 2006] To achieve
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these key performance indicators a correct and functiond classfication of emors
improve a correct prioritization and hence a fager relution. The information about
errors would be valuable to classify and prioritize sevice componats in softwae
maintenance or when softwae goesto producion.

In classificaon of defects field seveal studies were descibed using flat
classfication asdescilibed in [Knuth 1989] or hierarchical modd in [Beizer and Vinter
2001} In [Gray 1986] conceptof activationsin software produdion failures were
introducedbasel on software teded and usedfor a long time defining type of bugs in
two catgories ransients (asily reproduced)and ro-transents (not easy repioduced).

[Chillarege et Al., 1992] introducel ODC (Orthogonal Defect Classifcation)
tha turmed a rich and multi-facetedtechnobgy tha provides many bendfits. One of
them is the preventionof defectsas decreasingthe numberof defectsbeng injected into
desigqh and codelBM 2013] Ther were some works related to improve some test
phasesvhere ODC wasextendedto acconmplish this improvements desaibed in [Li et
al. 2010] for black box testingand br code inspetion as described inqelly 2000}

Defect classfication varies according to different purposesbut on this paper the
goalis presentsan ODC framework to softwvaremantenancepurposingan extension of
ODC classificationfor it called ODC-SC(ODC Service Components).This methodis
basedon fact that in produdion there is a huge volumetransation. Moreoversoftware
maintenance is an important slice in software devebpment processwith high costs
related. All classfication is extraded from inddent tickets and applied techniquesof
multi-dimensional modehg and drill-down in some DC attributes

Classification and prioritization are key points to follow continuais and high
volume chan@ process where sewice providers need to provide an efficient defect
prevention proces in orderto follow a huge demand for busnessagility. Also it is
fundamenal to provide good measues about produdion environment and if a problem
is from cusbme codeor if is from infrastructure provisionirg and how to improve for
depbyments.

The main purposeof ODC-SC metlod is descibed as follows: 1) provides
sevice providers managements and outsoucing entemprises controls with a
conmprehensiveandysis method to define if erors are infra-strucure based or from
customedataor codebased?2) Provides infra-strictureprioritization of defects inorder
to inspet defectstypesfor individua componentsr still to prioritize classof problems
duringreviews. 3) Hép newdeploymens to mprovehigh availability in production.

This pape is organized asfollows. Sedion 2 presentsa discusfon on relaed
works. Section 3 proposes a nthod toincremens ODC triggers and ODCsource valug
for softwae maintenanceaising a sevice componats concet. Section4 provides an
experiment to vaidae of method ODC-SC from softwae maintenance records
Discusionsaboutsomedecisionsare explained in section5. Some conclusiveremarks
are given in section 6.

2. Background and related vork

It was done a bibliographic review around 11 yeas (2002 to 2013) for journak on
reference sites Science Direct (http:/www.sdencalirect.com), ACM Library
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(http:/dl.acm.ord) and IEEE Xplore (http://ieeexplore.ieee.on) for similar or relaed
works. From initial articles,pag studieswere gathered before theinitial time frame. In
classfication of defectsfield, seveal studies were describel. These studiesin literature
stat by one of theinitial mateias on this field in [Knuth 1989] where it wasdesgned
from experiencesn projects of mediumsize about an evolution of atypesettng system
using a flat categorization mixing faults with enhancemats. Studies descibed in
[Beizer and Vinter 2001] provided a comprehense schemafor software faults
categorizaion using a hierarchical model with 10 initial categories and 100 leaf
categories in softwae devdopmentprocess Theseinitial works contributedon software
fault categorization, however provideda modelwith high difficulties to classify dueto
ambguitiesin sevea software faults becoming difficult to use.

Othea studes produced anothe approachfocused in reportof fails (activations)
tha affectal availability andreliability when softwarewasin production[Gray 1986]
The state produdion was consideed when software has bee testel and usedfor long
peiliods of time. On referred researc it was introducedconapts of Heinsenbugs or no
deteministic faults where it wasrelated to fails not reproducd with repeatedxeaution
and Bohrbugs or deteministic faults where bugs are reproducel easiy. This study
concludel most of produdion software faults were transients. However softwae
introduced in produi@n was no consdered on réated study.

Theterm ODC wasfirst desribedin [Chillarege et Al., 1992]with a proposato
classfy defects to improve software devdopment life cycle process.The main idea
would be extract sematic informaion from defects. From defect information it was
extracted a relationshp between causeand effect. Still in [Chillarege et Al., 1992] the
natual extensionof ODC is the defect prevenion process wherefits very well with
defect data colleded from stability or systan tests where provides most acarae
information requirenent for the software qudity assessmenandif is classifiedwell can
focusingin priorities and also in deft fix effectiveness

Related works as desciibedin [Li et al. 2010] shows a method called ODC-BD
tha is a black box testhg using ODC. On this soluion, ODC is totally cusbmized to
black-box expanding the defect attributes and desaibing spedfic defects andtherefore
improving effectiveness agesearch sayln other article, in code level soope it was
propo®d a new ddect classificaton from original ODC tha was called ODC-CC
(Orthogond Defect Classifcation Computaional Codes) to be usal for code level
defects [Kelly 2000].

Similar approaties from this reseach are descibed in [Podyurski et al. 2003]
where fails that are caused from same defect and have a considesble number of
occurencescanbe elected to defedt prevention acocordingto fail criticality. The method
usedis a manud clusiering to define similar fails in a bi-dimensionalspacewhere the
points of failures are postioned.The similarities of fails are meauredfrom the distance
betweenthen according specific criteria. Group of failures can be identified from a
graphic visud inspedtion. The uses can judge what fails are more relaied instead of
believein automaticclustaing method. A disadvantage of this model is that only 2
dimensionsare exposel andlittle differences bewweenfailures are poa presened. ODC
can improve this appech becaseit is a mult-dimension @ssification of deécts.
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Recent related studiesin other areas usng ODC was found such as garment
indugry it can be highlighteda qudity manayementsystemusng an Online Analyticd
Processingand mining assodation rules. This system extrads garment defects throuch
hidden paternsin order to work on defect prediction, root causeidenific ation and
proadive actionsto improve quaity. The quality improvementsare reachedby fix what
stgps on production process raisemnfailures [Lee et & 2013]

Basedon this stae of the art cited above, with few studies focusedfor software
maintenance with respect to classfication and andysis of defeds, but a lot of studies
related to ODC, the ultimate god of this pape is to optimize the ODC defect
classfication for softwaremaintenance to allow support decisions to define what the
scope ofproblems and dedct prioritization to inprove nmaintenance process.

3. Classification schem for software maintenance

The method used on this reseach keegys the origina structure of ODC and
conponetize ODC triggers and ODGsourcesThis will change initial flat chaacteistic
of ODC putting a hierachica mode.Also it can be consideed a drill down methodof
ODC triggers and ODC sources. The information abou what atributes make in
hierarchical mode were motivated from incident informaion gathered from seved
customes suppord in Enteprise “A”.

The Enteprise “A” is a big player in softwae outsouréng where manages
hardware and software located in othe enerprisessuchas banks, cred card holdings,
electronic enterpises,retal bushessandsofor. If is countdonly middlewareproducts
supportedrom alocal team,it reachesaround20 custaners.The suppot data is shown
in a centraltool to control all work tasks. The available d€fect’s datahistory showsa
high difficulty to avoid ambiguity in repot issuesandaso a difficulty in preventissues
where sevedl productsare involved suchasdatbases, middleware opemtiond system
and hadware types. Also the volume of incidentsare high, around 2000 by month if
couns all middlewae produds from customerswhere Enterprise “A” manajes. The
hardware and softwae sds havehigh conmplexity configurationsandthey are mixedin
multiple combinatons and versions as custoner environment is completly third part
managed.

Before the dege classificationddinition, it will be defined a big ODC picture
regarding a defect report To definea defect repot from an incident, there arefour main
attributes thait will focus in OBC as ascribeal below (Figure 1)[Chillarege 2009.

0DC Impact/Severity
(Consequence to the
customer, a failure
classification)

0ODC Trigger (Activation
classification, turning a Defect Found

fail to a failure)
Defect
Report
0DC Source/Age

Defect Fixed (Captures the location
of the defect)

0DC Defect Type (fault
classification,
performed by

code/system changes)

Figure 1. A defect report formed by ODC trigger and ODC impact
when open a defect and ODC defect type and ODC Source/Age
when close a defect [Chillarege 2006].
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ODC triggers are very important becaug can show a classfication of defect
activation [Chillarege 2011] ODC defect type measues the sdtware devdopment
process where defects are fixed regarding faults representing wha correction was
appled [IBM 2013]. ODC impactrepresets the failure classificaion to the customer
view. ODC source indicates tHecation of defectChillarege 2006}

Basedon thesefour main attributesin a multi-dimensiond modeandbasel on
datagatheed from incidentsin Entaprise“A”. It canbe ddfined a geneel mappingas
described on Figre 2.

Data on control system 0DC data with multi dimension feature
Helps to Define

External Ticket Severity o Ry —
mpact/Severity

Resolution 0DC Defect Type

Figure 2. Mapping from original support data and ODC attributes in a multi-
dimensional feature.

Theinitial mgppingconsistdo map External Ticket Seveity to ODC impact and
Resolutionto ODC Defect Type Work Order Desciption andFailure Symptom map to
ODC trigger and Impeact. Findly, Work Order Desgciption, Falure Cause and
Resolution map to ODC Source.These mappings can be generalized to other savice
provides, consdering that mostof incidents report has at leag seveity, desciption of
inadent (work order)and resolubn. An imporiant point to mention s that from the four
ODC attributes is tha ODC trigger and ODC sourcewill havea drill-down feaure.On
the otherhand, ODC impact is mapped from numbers (1 to 4) andODC defecttype are
mapped diredly from operéional varidles source atabased on someriteria.

When we classify field defects,on drilI-down feature, trigger is thefirst pont, by
selecting the trigger that beg representghe environment or condition that exposedthe
defect in the custorer’'s or sewice provida’s environment. The adivity is selected
based on th&askassocided oigindly to thetrigger [IBM 2013].

Software maintenance was a basefor this reseach but basd on closdy activity
tha is systam test These ee thetriggers in ODCscope [Qillarege and Ran2002}

*Workload VolumeStress it is rdated to helimits of peformance, esoures,
uses, queles, traffc and so for.

* RecoveryException: hvoke exeption handhg, remvery, termination, error
percolation forinstance.

« Statup/Restat: Relevant eent of tuming on, off or changing the degree of
sewvice avall ability.

*Hardware Configuration:Incidents surfaced as a cosequene of changs in
hardware seup.

« Software Configuration: Inddent surbced as a@nsequene of changs to
software setup.
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*Blocked TegNormal Mode: Qustomer found nonspéic trigger where test
could not run duringoroduction demyment.

On software mantenancephasethe environment can be so conplex and trigger
miti gation is a fundamen#l point to find a problem as soon as possble and provide a
deeperlassificationand mitigation of risk and focuson priorities. This demand is being
a fundamental point to enterprise tha providessoftwaresewicessuchas web site hoss,
public or hybrid cloud sewices where applicationstha are deployed on the sewice
provides neel to deiver a fast resolutin for prdblems.Baseal on this demand triggers
subypesare spead around ODC tggers agdescibed in Tablel.

Table 1. The table is a proposal of trigger sub types for software maintenance
and verification with original ODC triggers associated.

Trigger sub Rdated to what Original Description
type Trigger?

Application | Software Configuration, Application Code that belong to cusomea or any
Workload Sress, third part code It is related to any appication code
Recovery Exception, error, confguration of gpplication on the sgtem.
Statup/Restat

Security Software Configuraion, Errors related to cetificates(hardware or softwae),

Infrastructure Workload /Stress, firewalls, dal access, Singde Sign On (SSO),
Recovery Exception, auttorization and authsication.
Statup/Restat

CPU Hardware Configuration, Triggers rested toCPU poblens aused byow
Workload /Stress capady sizing or physical problems

Memory Hardware Configuration, Triggers reted toMemory probleans caised bylow
Workload /Stress capady sizing or physical problems

Storaye Hardware Configuration, Probkems closef to bad dimension of fileystem or
Workload /Stress sone hadware pioblem.Application code can

generag alot of logs files raisng File s/stem full.

Other Workload /Stress Hardware that isnot stoege, netvork, piint services

Hardware or scurity infra.

Network Hardware Configuration, Probkems closef relaed to hardwardirmware
Workload /Stress, problem, netwok sizingor otherthat ae not CPU,
Recovery Exception, Memory, Sioragg, printing sewices for instance
Statup/Restat

Printing Software Configuration, Printing problems relted to hadware orsoftwae
Hardware Configuration, driversinvolved.
Workload /Stress,
Recovery Exception,
Statup/Restat
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oS Software Configuration, Probkms rdated to incorred configuration and
Workload /Stress, patding (versionupdde), slowresponsedlated b
Recovery Exception, capadty, resource contdion, file system sdings,
Statup/Restat ulimits settngs for UNIX . In shortal OS sétings.

Middleware Software Configuration, All configuration problems relted to thes producs
Workload /Stress, such as pplication severs, main franes, mesa@
Recovery Exception, gueue ervers product, HTTPservers, Wéb serves
Statup/Restat and so 6r.

Database Software Configuration, All problerns relded to dtabaseproducs itsdf or
Workload /Stress, anydaa accessconfiguration sud as drivers.
Recovery Exception,
Statup/Restat

Unknown Blocked TegNormal There is naot enoudh informationto definewhere the

Errors mode issueoccurredsuchaswhena migration is in place

and new softwarversion isnot woking.

It is very useful for softwae mantenance to deeminate what componat in
sewice provider is causng more problems regarding avail ability in production.This
conclusion $ baed onmcidens report from Entengse “A”.

From Tablel describel earlier it is provided a distribution of software and
hardware comporents gathered from serviceproviders in Figure 3 where is it shownthe
distribution alongthe ODC basesystem testtriggers. Again thisinformationis colleded
from inddentreports on Enterpse “A” where showsghe @mponens involved.

AN

Drill-down

aaaaaaaaa

sssssss

Workload/Stress

Recovery/
Exception

{3531 Wa3sAS) UOnepuno 198811 500

Blocked Test/
Normal Mode

Startup/Restart

v

Figure 3. Components in service providers distributed in foundation ODC
triggers using a drill-down technique

Anather point vhere ODC atributes wil be deepeon this wok is related to
ODC source thiadescibes whee detct has ben found when fixed. L can be
consideed a mitigtion of ODC tiggers where desabes the suiaceof fail.

It will be used he ODC founddion souce valies in the frst level. In the seond
level the paameers will beimported fom ODC tiggers subypes to form seond evel
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of ODC soures as degthed in Hgure 4. This appoach giarantees the ticht reldionship
with surfacewhen deéct is found withhigh levd location wen ddect isfixed.

A Drill-down

Developed In-
House

Reused From
Library

UONIepuUno4 321n0S a0

Ported

| Level 1 ” Level 2 (From ODC trigger Information) |

Figure 4. ODC triggers being placed as second level for ODC source attribute

In the third level these values are expanded in sub componentsrelated to
productsor configuration componerg and following samesource datain Enterprise
“A” . This third level can be related to area where it neals to focus sud as suppot for
test servie providers or softwaredevdopment.On this level desribesin degh where it
can be found the problemwhenwas fixed. The information about wha and how was
fixed is descibed in ODC defect type. The Figure 5 explainsthe third level for ODC
sour@. It can be use optionally depending on complexity of mantenance sevices.
Despitethird level into ODC saurce necessaryor naot, the important pointis to position
sewrice componentsinto ODC source founddion for instance, devdopedIn-House and
ReusedFrom library (Cusomel) or OutsourcedService Provider). This point can be
very importnt to defne responsbiliti es in a egular or cloud servie provide.

Drill-down

DB2 I MysaL

Oracle I Sybase

webspherema__ || JBoss

\ |
\ |
[ WebSphere ” WebLogic |
\ |
[ Windows Il AIX |

|

‘ Level 1 || Level 2 H Level 3 |

Figure 5. Third level of ODC sources related to specific products or
components

4. Validation of ODC-SC

The method was applied from savice work ordersextracted from diff erentteams such
as databasemiddleware, netwvork man frame teanms and others in the outsourcing
Enteprise“A”. This daa sd& was delivera in comma-separded values (CSV) format.

Indeed, it wasapplied a manualclassification at first pha® to undestand betterbusiness
case Usinga sé of 50 entries of work ordersthatcould be consdered a training set for

future data mining purposesFrom method it was defined four ODC attributes: trigger,

impect, and source and defectpgg Besides original ODC, it was applied service
components (drill-down) into triggers and soures. With final datg using a simple

graphic tod, such a Ncrosoft Excel, it shows heresult as desciibed on Fgure 6.
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. _ i

Reliability Capability ~ Requirements  Performance Integrity/Security (00 MPact

Figure 6. The data classified in a graphic

This two dimension grapht is extracted from tickets in Enteprise “A” and
shows the distribution of errors using ODC triggers with sewvice conponentsfeature,
axis y. It was useal a kind of andysis dice between ODC impact attribute and ODC
trigger, with trigger service componers drilled down on this experiment. Theseservice
componants on axis y are distributed aroundaxis x (Impact ODC attribute) Theimpact
ODC represents what wasimpactedon custaner environment. The conduson on this
chat suggeststhat application codeis impacting of system in a considegble value (
Peformance, Reliability and Capabilty). The cusiomer code neals to be improvedin
performance. Reliability in original ODC represats whensystemis down by a general
failure andperforms high availability impact. Capaility in ODC meanghatthe system
is being impacta partially in some funcions On the othe hand, Middleware from
sewvice povideris impacting system reliabilty in high levels ad needs tobe improved.

5. Discussion

As defectis closel in software maintenance servie componentsareincludedon second
level of ODC sourcemaking easer to discover defects in complex environment of
sewvice provides, incressing defect fix hate by time. With this information, a
prioritization of defects can be executel from cusbmer impact, for instance, defining
fails sufacedby applicationcode and middleware as maximum priority. The solution
canbe expandedor othersewice provide's in software maintenane sinceincident daa
being accurate repoted with desciption, impad and relution data as minimum
required. The third lgel on ODC sourcés optonal butcan improve defect prevention.

6. Conclusion and Future Work

This reseach works better ODC triggersandsourcedril I-down classification measues
to improve effectivenessin software maintenance.Also works with ODC defect type
and ODC impactdirectly in a multi-dimensionaway. With this methodit is easier to
define priority of fixes and can be a guaranteetha sdtwarewill havea better qualty
asswed usng processfeedbak feature of ODC. Also with an ordinaed and multi-
dimensional datait is possibleto fill weaknessin savice providas such as better
resourcegrovisionng anddefect prevention for future deployments suchas application
code.Thesolutionis expansibleto regular or clow sewice pioviders. h doud provders
for instance it havea high numbe of usedcould sevices (private or public) to be used
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by customer Decide if cusiome or savice provide is problem causeis a key point to
fix defect rates. About future work, the methodcan be improvedto drill-down ODC
impect in order to define what business applications are more importnt to fix for
inddents and provdes déect prevention priotization work.
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